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Proton Cross-Sections from Heavy-Ion Data in
Deep-Submicron Technologies

D. L. Hansen

Abstract—This paper reports on the calculation of proton
SEU cross section from heavy-ion data using a number of dif-
ferent models. Model accuracy is checked using data on proton
and heavy-ion cross sections from the published literature. The
closed-form models developed with earlier semiconductor devices
typically overestimated the proton cross section, and the difference
increased with smaller feature sizes. The results emphasize that
low LET heavy-ion data is crucial in determining the proton upset
cross section.
Index Terms—Heavy ion, prediction tool, proton induced SEU,

SEU in deep submicron devices, SEU, single-event upset.

I. INTRODUCTION

T HE interaction of semiconductor devices with charged
particles can result in corrupted data through a number of

different single-event effects (SEE) that result from the creation
of electron–hole pairs. In the case of heavy ions, these effects
result through direct ionization caused by energy transfer be-
tween the incident ion and the semiconductor material. In the
case of protons, the failures often result from indirect ioniza-
tion, where the interaction between the incident proton and the
semiconductor material causes a nuclear reaction and secondary
products with a higher linear energy transfer (LET) than the in-
cident proton create the ionized region.
Cyclotron testing is typically used to measure a device’s sen-

sitivity to SEE. However, the high cost of these tests has pro-
vided ample motivation for the development of a number of
useful models for calculating the cross section of proton SEE
from heavy-ion data [1]–[6]. In general, these SEE calculations
are predicated on the use of proton–Si interaction models to de-
termine the secondary products and the use of the heavy-ion data
to determine the effect of the secondaries.
However, in recent years there have been a number of new

developments that have had a profound effect on the accuracy
of the models available. Current ASIC technologies boast fea-
ture sizes that are tens of nanometers wide. This provides some-
thing of a paradigm shift since now the track width of the inci-
dent heavy-ion is similar or greater in size than a single tran-
sistor. In addition, with these smaller feature sizes, it has be-
come necessary to include the effects of direct ionization from
protons [7][8]. Finally, the space radiation community now has
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the advantage of greater accessibility to improved nuclear-reac-
tion cross sections through GEANT4 [9] based tools, including
CREME-MC [10]. This has enabled greater fidelity in the mod-
eling of nuclear reaction materials, which are external to the tra-
ditionally modeled sensitive volume [10].
This paper evaluates a number of models to determine their

ability to calculate high-energy proton SEE cross sections of
deep-submicrometer devices from heavy-ion data. While there
have been a number of Monte Carlo based models developed
previously [4]–[6], the focus of this paper is restricted to models
generally available to the radiation community. Data provided
in the open literature [11]–[32] is used to show that the older
models underestimate the high-energy proton cross sections,
and that the amount by which these models underestimate the
proton cross section has increased as feature size has decreased.
In contrast with appropriate selection of the threshold and sat-
urated cross section, the CREME-MC tools can provide a rea-
sonably reliable worst case estimate of the proton cross section,
which can be important for mission upset-rate calculations.

II. MODELING AND DATA COLLECTION

In order to develop a suitable data set for analysis, a number
of papers in the open literature that include both proton and
heavy-ion data were surveyed (Table I). The papers were pub-
lished in the time frame from 2004–2013 and covered a number
of different devices and operating modes, representing tech-
nology nodes from 45 to 220 nm. Proton energies used in SEE
tests ranged from about 60 to 200 MeV. In cases where the data
was not tabulated, the proton and heavy-ion data was digitized
and placed into a database to facilitate automatic processing. In
general, the analysis is limited to devices for which the upset
cross section was measured on a “per bit” basis. Cases where
there were significant numbers of “burst” errors, or single-event
functional interrupts, were excluded.
Three models from the literature with closed-form equations

were chosen. They were used to compare proton and heavy-ion
cross-section data pulled from the literature. In the PROFIT
model [1], the proton cross section ( ) is calculated based on
the heavy-ion cross section ( ), the assumed charge collec-
tion depth ( ), the density in numbers of Si atoms per cm (

atoms cm ), and the nuclear cross section for proton–Si
interactions ( )

(1)

The modeling here follows the convention of the text, with a
charge collection depth of 2 m and assumes that all secondary
products from the proton–Si interaction have themaximumLET
(15 MeV cm mg). In principle, this should provide an upper
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Fig. 1. Proton cross-section as a function of heavy-ion cross section at
LET 15 MeV cm mg for the PROFIT model [1] and published data.

TABLE I
FEATURE SIZE AND DEVICE TYPE OF DATA ANALYZED

bound to the proton cross section since the typical nuclear frag-
ment has LET 15 MeV cm mg. We note, in most cases, the
model underestimates the data (Fig. 1).
A likely cause of the PROFIT model’s underestimation

of the data arises from the fact that the expression used in
that model for the nuclear interaction cross section is derived
without taking into account pions, deutrons, tritons, He3, and
alpha particles [38]. In small feature-size devices, sensitive to
proton direct-ionization, these particles play a more significant
role than in the larger devices used to validate this model.

Fig. 2. Proton cross-section as a function of heavy-ion cross section at satura-
tion ( ). For the Edmonds model (2) [2] and published data.

The model proposed by Edmonds [2] assumes an exponen-
tial fit to the heavy-ion cross section and a number of assump-
tions about the proton cross section based on the rectangular
parallelepiped (RPP) model frequently used in approximating
charge-collection physics, as follows:

(2)

Here, is a unit conversion between LET and liberated charge
10 C/cm MeV cm mg , is the LET value

where the cross section is 1/e times the saturated cross section,
and is a function of energy given in the text of [2]. The
saturated cross section ( ) is taken from the heavy-ion upset
data (Fig. 2). However, (2) is derived from an integral over the
entire data set, given by

(3)

In this case, the cross-section calculation requires an integral
over the full cross-section curve. For the modeling performed
here, we used a linear fit of the log of theWeibull of the data with
a threshold assumed to be 0.001 MeV cm mg and a saturated
cross section assumed to be themaximum cross sectionmea-
sured, and only the data points up to LET 10 MeV cm mg
were fit. These were assumed for simplicity of fitting and to em-
phasize the low LET data points. In fact, any method of fit could
be used in the implementation of the data, and in fact, there may
be several methods of fitting that provide better results.
With the Edmonds model implemented as described fol-

lowing (2), much of the charge collection information is lost,
and the SEE sensitivity of the device at low LET is not ac-
counted for adequately. In contrast, the implementation shown
in (3) includes the low LET charge collection dynamics that
are crucial to account for in devices that are sensitive to proton
direct ionization. In fact, the low LET dynamics of the device
are especially important because the proton cross section is
dependent on the inverse square of the LET.
The model proposed by Barak et al. [3] is derived from the

ratio of the figure of merit (FOM) equations presented by Pe-
tersen [33]. This model calculates the ratio of the proton and
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Fig. 3. Proton cross section as a function of heavy-ion cross section at satura-
tion ( ). The Barak model [3] is shown with the published data.

Fig. 4. Ratio of proton data to the predicted proton cross section for the
PROFIT model [1] and published data. Trend line is calculated using the
bootstrap method described in text. One standard deviation in the trend line
slope is indicated by the dashed lines.

heavy-ion saturated cross sections using the LET at 25% of the
saturated cross section ( )

(4)

where the subscript indicates the saturated cross section. As
with the Edmonds model, one of the independent variables in
calculating the proton cross section is the threshold LET. Con-
sequently, when proton cross section is plotted as a function of
heavy-ion cross section as in Figs. 2 and 3, the models do not
appear monotonic. The Petersen FOM equations were derived
empirically based on data from much older generation parts.
Thus, we would only expect this model to accurately describe
the proton cross sections of parts with charge collection charac-
teristics that were similar to those used in deriving this model.
While all three models generally conform to the trend seen in

the data, only Edmonds (3) does not typically underestimate the
proton cross section, and typically the model is more likely to
underestimate the data as the feature sizes get smaller. This can
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Fig. 5. Ratio of proton data to the predicted proton cross section for the Ed-
monds model in (a) Eq. (2), (b) Eq. (3) [2], and published data. Trend line is
calculated using the bootstrap method described in text. One standard deviation
in the trend line slope is indicated by the dashed lines.

be seen more clearly by plotting the ratio of the measured and
calculated cross-sections (Figs. 4–6).
In addition, the difference between the calculated and

measured cross section tends to increase as the feature size
decreases. This is not entirely surprising since these models
were developed with much larger technologies, and even during
their development it could be said that “even after a good track
record has been established, (by a model) there is still some
uncertainty as to whether a new case of interest will conform
to the same pattern” [2].
The exception to this is the implementation of the Edmonds

model using (3) (Fig. 5). For (3), the integral over the full
heavy-ion cross section curve better accounts for the charge
collection dynamics, and the use of the low LET heavy-ion
cross section regime takes into account the additional effects of
proton direct ionization which are more prevalent in the smaller
feature devices. This model is dependent on the inverse square
of the LET, and thus the heavy-ion cross section data at the
lowest LETs drives the proton cross sections calculated. This is
important to note since the low LET heavy-ion data is the most
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Fig. 6. Ratio of proton data to the predicted proton cross section for the Barak
model [3] is shown with the published data. Trend line is calculated using the
bootstrap method described in text. One standard deviation in the trend line
slope is indicated by the dashed lines.

Fig. 7. Cross section curves generated by CREME-MC. Numbers indicate LET
values. Vertical line indicates Ecrit used to obtain the fit to the heavy ion data.
Numbers represent the LET values for each curve.

difficult to collect and is often limited because of the available
experimental time.
In order to ensure that the trends observed are not merely the

result of a few extreme points, a bootstrap analysis was used for
verification. The bootstrap analysis was performed by randomly
sampling with replacement from the original dataset to get an
approximating dataset, which in practice will omit some data
points while selecting other data points multiple times. For the
analysis shown here, 1000 approximating datasets were created,
and a linear fit was applied to each of them. From these linear
fits, the average and standard deviation was calculated for the
slope and the intercept. These were used to plot the trend lines
in Figs. 4–6.

III. MODELING WITH CREME-MC
The CREME-MC suite of tools allows the user to perform

Monte Carlo simulations of a variety of incident particles upon
a sensitive volume modeled by a single or a group of RPPs.

While this model does not have the simplicity of a closed-form
equation, as was the case with the previous models, it is widely
available to the radiation community on the Web [35].
Part of the power of CREME-MC arises from the fact that it

allows the user to input a number of different parameters based
on the physical operation of the device. These would include
multiple sensitive volumes with adjustable charge-collection ef-
ficiencies and size [31], [34], [36], a variable “stack” to allow
for different materials in the layers of the device [10], as well as
the critical charge for the device.
The modeling performed here uses a simplified approach in

that all parameters are derived from the SEE data without the
benefit of TCAD modeling. The sensitive volume is a single
RPP box. While this may be less physically correct than the
multiple sensitive volumes which can be used in CREME-MC
modeling, it has the advantage of simplicity, speed of calcula-
tion, and the fact that it has been successfully applied in many
cases to determine device response [37]. In addition, the stack
used is a single box comprised entirely of Si. This simplification
is not unreasonable since it has been previously shown that in
low threshold devices; the upset contribution from heavy metals
is small relative to the Si contribution [5].

A. Selection of Parameter Definitions
In order to determine the most useful method for selecting the

sensitive volume size and critical charge, a sensitivity analysis
was developed by performing a number of CREME-MC runs
using the dataset for the 45 nm device in [16]. The definition of
LET threshold ( ) and saturated cross section ( ) were
changed in each run according to the values listed in Table II;
thus, a total of 12 combinations were simulated. The initial es-
timate for critical charge in the simulations is derived from the
heavy-ion data using the expression

(4)

where is the density of Si, and is the charge collection depth.
In these simulations, the expression provides the
initial estimate of both the lateral dimensions of the sensitive
volume as well as . The heavy-ion data was then simulated
in CREME-MC using the ions in Table III. The simulations
were run in detailed mode with 10 000 particles and nuclear pro-
cesses enabled. This generated the curves shown in Fig. 6. The
best value for the critical energy from the CREME-MC plots in
Fig. 7 is determined as the energy that minimizes the quantity

(5)

where and represent the cross section for the
data and simulation (respectively) at a specific energy for each
of the LETs shown in Table III. Here, the in the sum empha-
sizes the threshold region in the fit. Selecting the critical energy
in this manner gives the cross section curve in Fig. 8.
Simulating the irradiation of the device with protons and

using the critical energy values determined from the heavy-ion
simulations shows which definition of and pro-
vides the best values for use in calculating the proton cross
section. Fig. 9 shows the ratio of the measured proton cross
section at 63 MeV in [16] to the cross section calculated using
CREME-MC for each of the conditions. The simulated proton
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Fig. 8. Data from [16] and fit to data using CREME-MC curves in Fig. 7.

TABLE II
THRESHOLD AND SATURATED CROSS-SECTION DEFINITIONS USED IN

CREME-MC SIMULATIONS

TABLE III
IONS USED IN CREME-MC SIMULATIONS

cross sections were calculated in “simplified” mode, with
particles.

There are a number of trends to note in Fig. 9. First for the
and plots, there are no data points for the value. This
results from the fact that represents the largest value for
the critical energy (requiring more charge to upset the device)
and the smallest size for the sensitive volume (limiting ions to
a shorter track length). As a result, CREME-MC predicts suffi-
cient charge will not be generated by the incident protons and
no upsets will occur in these cases. This is clearly an incorrect
result. In contrast, the cross-section values are most consistently
predicted accurately by assuming the saturated cross section is
the maximum of the data. Over all values of used, the worst
prediction is with 45% of the data ( ), while the best is within
13% ( ).

B. CREME-MC Simulation of Literature Data
Based on the results from the sensitivity analysis, the proton

cross sections were run using to determine the sensitive

Fig. 9. Ratio of measured proton cross-section to simulated cross section as a
function of the definition for each of the definitions in Table II.

Fig. 10. Ratio of the proton data to the predicted proton cross section for the
CREME-MC model using . Trend line is calculated using the boot-
strap method described in text. One standard deviation in the trend line slope is
indicated by the dashed lines.

volume size, with either (Fig. 10) or (Fig. 11) used
to determine the critical charge. For the study of the literature
data, the heavy-ion data was not simulated in CREME-MC. In
both applications of the CREME-MC model, the data no longer
shows the trend of greater underestimation of the data by the
model and data as feature size decreases.
It should be noted that in using and for modeling,

the parameters are based, at least in part, on the choices of the
experimenter in collecting data, rather than being a direct phys-
ical reflection of either the critical charge, or the saturated cross
section. However, because the data was pulled from the liter-
ature, it might be safe to say that, on average, the and

values represent the “conventional wisdom” of the radi-
ation community.
In order to compare the results (Fig. 12) for the different

models, we look at a histogram of the data from Figs. 4–6 and
Figs. 10–11. In Fig. 12, the horizontal axis represents the quan-
tity

data model (6)
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Fig. 11. Ratio of the proton data to the predicted proton cross section for the
CREME-MC model using . Trend line is calculated using the boot-
strap method described in text. One standard deviation in the trend line slope is
indicated by the dashed lines.

Fig. 12. Histogram of the data from Figs. 4–6 and Figs. 10–11. The vertical
dashed line indicates agreement between model and data.

The dashed vertical line at (Fig. 12) represents the point
where data model . The vertical axis is the number
of data points in each of the histogram “bins”. The mean and
median for the data in Fig. 12 is given in Table IV.
For all models used, there are outlier points where the models

can be more than an order of magnitude different from the data.
On average (Table IV), the CREME-MC and Edmonds [2]
models were the most accurate; however, it is interesting to note
that the Edmonds’ (3) and CREME-MC model typically
provided an upper bound for the proton cross section. This can
be particularly useful in cases such as experimental planning or
in mission assurance where an upper-bound estimate of an upset

TABLE IV
COMPARISON OF MODEL RESULTS

Fig. 13. Data from Fig. 11 plotted as a function of the ratio of –data
indicates that as you increase dynamic range you increase chance of overesti-
mating proton cross section. Trend line is calculated using the bootstrap method
described in text. One standard deviation in the trend line slope is indicated by
the dashed lines.

cross section may be sufficient for worst-case analysis of SEE
for the application.
To examine this further, if we plot the data from Fig. 11 as

a function of , where is the minimum cross
section measured in the dataset, we see an interesting trend
(Fig. 13).We note that the cases where themodel underestimates
the cross section are exclusively in the region where the data
covers a smaller range of cross sections ( ). Thus, in
cases where an upper bound is sufficient for mission purposes,
collection of the data such that is likely ad-
equate in the absence of TCAD modeling. The trend line in
Fig. 13 suggests that increasing the data range further does not
necessarily increase the accuracy of the modeled value. Further,
just as the older models may not accurately predict the cross sec-
tion of the newer technologies, the newer CREME-MC model
may not accurately predict the proton cross section if it is imple-
mented with the old “conventional wisdom” definition of LET
threshold as the LET where the cross section as 10% of satura-
tion. In both the CREME-MC modeling and the use of the Ed-
monds’ model from (3), the importance of the heavy-ion data in
the low LET regime is paramount.

IV. CONCLUSION
Using data from the literature on a number of deep submi-

crometer devices, we compared the effectiveness of a number
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of different models in predicting proton cross section based on
heavy-ion data. The closed-form models developed with ear-
lier semiconductor devices typically overestimated the proton
cross section. The exception was the Edmonds’ model imple-
mented using (3). The CREME-MCmodels used were accurate
and able to produce an upper bound estimate of the proton cross
section. However, in all cases, the low LET heavy-ion data was
crucial in determining the proton upset cross section.
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